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III:Small:Integrated Digital Event Archive and Library (IDEAL)  
Project Summary 

We will research the next generation integration of digital libraries and event archiving. We will 
prove the effectiveness of the 5S (Societies, Scenarios, Spaces, Structures, Streams) approach to 
intelligent information systems by crawling and archiving events of broad interest, and providing 
digital library collections and services supporting the diverse interdisciplinary communities of 
those interested in better understanding of such events. To demonstrate the generality of our 
methodology and infrastructure we will focus on events falling into two broad categories: 1) 
related to crises or tragedies as well as recovery (highlighted in the 2012 NSF/CCC report on 
“Computing for Disasters”, and extending our CTRnet project); 2) government/community 
related events (e.g., elections, demonstrations, planning meetings, local group activities). Thus, 
in addition to collaborating with the Internet Archive and its partners, we will connect with those 
interested in emergency preparedness/response, digital government, and the social sciences. 

As digital libraries have evolved over the last twenty years, it has become clear that there are 
many connections with archives, including Web and Internet archives. Yet, there has been 
limited integration, leading to inefficiencies, limited support for those studying the past (even the 
fairly recent past), and permanent loss of access to materials needed to understand our culture, 
heritage, and history. What is archived usually has low recall and precision, high bias, and is 
hard to analyze or access. We will build a firm foundation for integration and interoperability, 
construct a system validating our approach, acquire and add value to useful event-focused 
collections, and show the utility of a broad range of services, targeted to all of the stakeholder 
communities, including archivists, librarians, researchers, scholars, and the general public. 

We will support automatic event detection as well as accept narrow or general requests for event 
archiving. We will crawl, collect, filter, categorize, preserve, and provide access to Web pages 
and tweets. Services will include browsing, searching, recommending, notifying, summarizing, 
identifying topics and themes, analyzing (e.g., sentiments), and visualizing (text and data). 

The intellectual merit of this work includes providing a foundation for the integration of the 
library, archive, and information sciences – and their techniques. We will improve methods for 
detecting, managing, and utilizing information about events, including topic detection/tracking 
(using news and other websites as well as Twitter and social networks), intelligent focused 
crawling, and filtering. Partnering with LucidWorks to handle our big data collection, we will 
apply and extend access and analysis techniques, as well as techniques for visualization/reporting 
and retrieval/recommendation. We will evaluate both at the micro (e.g., each technique) and 
macro levels (e.g., end-to-end system operations and support for communities, tasks, and events).  

The broader impacts of our work include aiding those needing integrated access to information 
in government or policy making, as well as the general public – as they address emergencies, or 
analyze and interpret society through events and their effects. The coverage of the 5S framework 
ensures that the broadest knowledge of events is sought and organized, and sets the tone for 
related research, regarding techniques, methods, services, and evaluation. 

Keywords: computing for disasters; digital library services; community/crisis/government event 
archiving; focused crawling; text analysis / visualization for big data; twitter/webpage collections 
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Integrated Digital Event Archive and Library (IDEAL): Project Description 
  

1.0 Introduction 
Events lead to our most poignant memories. We remember birthdays, graduations, holidays, weddings, 
and other events that mark stages of our life, as well as the lives of family and friends. As a society we 
remember assassinations, natural disasters, political uprisings, terrorist attacks, and wars – as well as 
elections, heroic acts, sporting events, and other events that shape community, national, and international 
opinions. Web and Twitter content describes many of these societal events. A side effect of Web 2.0 [1] is 
that it provides a highly responsive sensor of occurrences in the real world [2], since people from across 
the globe meet virtually and share related observations and stories online. Extended digital libraries [3-17] 
can leverage this stream of data, for automatic detection of events, to trigger event archiving, and later to 
enable event related services that support communities [18-31]. Permanent storage and access to big data 
collections of event related digital information, including webpages, tweets, images, videos, and sounds, 
could lead to an important national asset.  Regarding that asset, there is need for digital libraries (DLs) – 
providing immediate and effective access – and archives – with historical collections that aid science and 
education, as well as studies related to economic, military, or political advantage [32]. So, to address this 
important issue, we will research an Integrated Digital Event Archive and Library (IDEAL). 
1.1 Motivation 
When something notable occurs, many users try to locate the most up-to-date information about that event. 
Later, researchers, scholars, students, and others seek information about similar events, sometimes for 
cross-event comparisons or trend analysis. Yet, there is little systematic archiving anywhere of 
information about events, except when national or state events are captured as part of government related 
Web archives, or when media companies (e.g., CSPAN) build archives of stories they cover. Further, 
these archives are not integrated. Thus, descriptions of events are fragmented, ad hoc, and incomplete. 
Though the Internet Archive (see letter) supports some event-oriented archiving [33], coverage is limited. 
Many important events are ignored, others only captured in part, and often, late onset of archiving, causes 
crucial early information to be lost. Further, tools for capture are complex, and few archivists master their 
features, so achieving high recall is expensive. There are few mechanisms to filter out noise in collections. 
Access to the resulting archives is awkward and inefficient [34]. Thus, suitable technology is lacking.  

From the perspective of supporting historical research, or of preserving a record of modern civilization 
based on what exists in these data streams, this situation is completely inadequate and unacceptable. From 
the perspective of research on intelligent information systems, there is a broad range of integration and 
interoperability [14, 35-51] problems that are both intellectually interesting and have broad impact. So, 
we will research a digital library supporting automatic event detection, tracking, and preservation. By 
taking input from queries, tweets, news, and blogs, our system will detect events in a user-oriented 
manner, archive event related digital objects, and provide a broad range of helpful services [52], building 
upon our partnership with LucidWorks and their Big Data Software [53] (see letter).  To the best of our 
knowledge this is the first attempt to research and evaluate such an integrated digital library and archive. 
1.2 Goal and Objectives 

We will research an integrated next generation event archiving DL system, compatible with the Open 
Archival Information System (OAIS) standard (see Fig. 1). The system will monitor web-based and social 
media activity to automatically detect interesting events, as well as respond to specific and general event 
archiving requests. When an event is identified, IDEAL will collect, catalog, preserve, and provide access 
and services to related digital objects, including multimedia, captured from all corners of the Web. Our 



system leverages the 5S (Societies, Scenarios, Spaces, Structures, Streams) DL framework [16, 54-59], so 
it will have a firm theoretical basis, ensuring a comprehensive, efficient, and effective approach to 
identify and describe relevant content. To make the work feasible but generalizable, we will concentrate 
on two categories of events: 1) Crises / Tragedies / Recovery (CTR) activities; 2) Government/community 
events (including about politics and elections, demonstrations, planning meetings, and activities of 
community groups). These categories of events fit into the Societies dimension of the 5S framework [59].  

Government activities, such as elections and community planning, persist over time, having relevance 
across many aspects of Society. They occur in known Spaces, e.g., polling places or county supervisor 
meetings, with stakeholders performing well-known Scenarios. Most importantly they generate Streams 
of information that capture the nature of life in modern society, yet many quickly become unavailable 
after interest in the event passes, and are lost. During crises, members of Societies are called upon to 
perform Scenarios that often are uncommon for them. The Stream of information related to crises is 
different from the Stream emerging from normal life Scenarios, with dramatic bursts of data immediately 
surrounding the event and rapid drop off in activity after a response has occurred. Thus, multiple parts of 
Society engage in (ab)normal Scenarios representing shared and isolated Spaces, generating differing 
Streams of data. Accordingly, by including both of these categories of events, we will demonstrate the 
generality of our findings. Further, our approach to events will lead to DL representations in Structures, 
that underlie services fit to stakeholder needs. To ensure the greatest scientific progress, we will evaluate 
those representations and services at every step of the way, as well as at the sub-system and system levels, 
and from a user-centric perspective. 

The OAIS based architecture for the IDEAL system is presented in Fig. 1. We will ingest tweets and 
web-based content from social media and the general Web, including news media, government, and other 
websites. In addition to archiving materials found, we will build a data management system that includes 
metadata consistent with the 5S framework, along with results from our intelligent crawler, to support 
comprehensive access to event related content. With the support of two key partners, the IDEAL team 
will undertake important research investigations, to achieve three complementary objectives: 

Collecting: We will spot, identify, and make sense of interesting events. We also will accept specific 
or general requests about types of events. Given resource and sampling constraints, we will integrate 
methods to identify appropriate URLs as seeds, and specify when to start crawling and when to stop, with 
regard to each event or sub-event. We will integrate focused crawling and filtering approaches in order to 
ingest content and generate at least 100 new collections, with high precision and recall. Archivists and 
curators will participate in the process of building the collections, aided by interactive task-oriented tools 
that will leverage their knowledge, including of sampling practices and Web publishing patterns. 

Accessing & Archiving: Permanent archiving and access to those archives will be ensured by our 
partner, Internet Archive (IA). Immediate access to ingested content will be facilitated through our 
partnership with LucidWorks (LW), whose Big Data Software we will collaboratively enhance. Our 
decades of DL research will be integrated with our partners’ reliable and persistent services (see letters). 

Analyzing & Visualizing: We will provide a wide range of integrated services beyond the usual 
(faceted) browsing and searching, including: classification, clustering, recommendation, reporting, 
sentiment analysis, summarization, text mining, theme and topic identification, and visualization. 
1.3 What is an Event? 
Events are fundamental to our lives and memories. From the 5S perspective, events involve a spatial (time 
and location) aspect, with people (set in a social context) carrying out a scenario, and generating a stream 
of information. We will research additional definitions and characterizations of events. Then we will draw  



  
 Figure 1: System architecture, as extended OAIS [60] system, integrating DL and archive aspects 

on sociology, psychology, political science, etc. to extend current techniques for spotting events, e.g., 
Topic Detection and Tracking. So far, in our CTRnet project (see Section 2), we have identified and built 
(or helped with) collections for 42 significant events [33] that our team considered related to crises, 
tragedies, and community recovery (CTR). While we will continue with the CTR theme as we identify 
events, we also will broaden into other (slightly overlapping) types, related to government/community/ 
social situations. This should ensure broad impact. But we will accept requests for archiving an event by 
individuals or groups, either stated specifically (e.g., the 2011 Japan earthquake and tsunami) or in 
general (e.g., presidential elections). In the latter case, automatic methods are needed to identify important 
instances and sub-events. Solving this problem, we will detect significant events in our two areas, 
monitoring streams of text, pictures, and videos published daily, through formal (news) and informal 
(social networks) media [61, 62]. We will identify a large collection of both formal and informal sources, 
characterizing coverage and bias. We will zero in among those sources to build a new collection 
whenever an event of interest is identified, suitably considering the appropriate societies, spaces, and 
scenarios to guide our collecting activities. 

2.0 Results from Prior NSF Support & Related Work 
For the PI and co-PIs, the closest prior project is: NSF IIS-0916733: III:Small:Integrated Digital 

Library Support for Crisis, Tragedy, and Recovery (CTRnet), E. Fox (PI), N. Ramakrishnan, S. Sheetz, A. 
Kavanaugh, and D. Shoemaker, $500,000, 8/1/2009 - 7/31/2013. Two Ph.D. students have been funded, 
but more than 10 others provided volunteer assistance. Many publications and presentations resulted [16, 
63-82]. Thus, PI Fox was a panelist in a Nov. webinar on computing for disasters, organized by Lucid-
Works [83], and co-PI Sheetz ran a July webinar on Emergency Informatics and Digital Libraries [84]. 

Building on our digital library work related to the April 16, 2007 mass shooting [85-88], CTRnet has 
been developing a human and digital network for providing a range of services relating to crises and 
tragic events. We collected and archived CTR related information, and applied advanced information 
analysis methods to this domain. Access to key project results is made available through the CTRnet 
website: http://www.ctrnet.net. We have over 118 twitter collections, each about a different natural or 
manmade disaster. These and a large number of Web archive collections cover all of the major CTR 
events in the last three years, as well as older events on special topics, like school shootings. Some 42 
collections already are permanently preserved and accessible through our partner, the Internet Archive. 
Resulting software also is available on request, and will be packaged for those interested, as well as 
shared as a result of our collaboration with LucidWorks on their Big Data Software. That software runs 
on clouds as well as a small Virginia Tech system being used for teaching, and on 30 nodes of our System 
G “green supercomputer”, from which we will provide access to over 10 terabytes of disaster-related data. 
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2.1 Building Collections for Crisis Events 
Web Collections: We developed cyberinfrastructure to collect and archive information about CTR events. 
This was done in collaboration with our partner, the Internet Archive (IA), a non-profit organization 
working to archive the Internet. IA provides access to Web crawlers, and hosts collections containing the 
results of those crawls [33]. At present, there are more than 10 terabytes of data hosted by IA from CTR 
events [89]. As soon as we identify a CTR event, we list keywords specific to that event, query online 
news sources, and identify unique URLs found in related tweets identified by querying the Twitter API. 
Then we use the results as initial seeds for IA crawlers. Later, IA provides the archived data in the form 
of .warc and .arc files for further processing at Virginia Tech. We save the expanded result as HTML 
pages, images, and videos. 

To improve the precision of the webpage collections, we researched focused crawlers and machine 
learning techniques. A prototype next-generation focused crawler is being developed as a class team 
project in a fall 2012 graduate course taught by PI Fox. We also developed a modified version of the 
LibSVM [90] classifier provided by the data-mining package WEKA [91], and trained a one class 
classifier [92]. We reduced a noisy large collection of webpages to 3000 documents clearly about school 
shootings, and extracted appropriate metadata. We continue efforts to build other high precision 
collections for access through Virginia Tech servers running the LucidWorks [53] Big Data Software. It is 
an application development platform enabling comprehensive search, discovery, and analysis of content 
and user interactions, and includes all of the necessary components, pre-integrated and certified. The open 
source components Solr [93], Lucene [94], Mahout [95], and OpenNLP [96] are adapted for distributed 
and scalable indexing, searching, browsing, machine learning, and natural language processing.  

Tweet Collections: Tweeting has become commonplace during many events. Aware of the rather 
different work at the Library of Congress, we focused on explored the utility of collecting and analyzing 
tweets (i.e., posts from Twitter.com) for community support in a pilot study conducted with government 
officials in Arlington, Virginia [65, 71]. We also studied use of Twitter during an emergency event at UT 
Austin [66]. More broadly, we investigated the usage of social networking sites after crisis situations [69], 
and social media use during the mass protests in Iran, Tunisia, and Egypt [68, 72]. As social media play 
such an important role during emergency events, we have been archiving tweets for both man-made and 
natural disaster events, and have developed and disseminated our methodology, involving open source 
tools for collecting, analyzing, and visualizing tweets [67, 70]. See Fig. 2 for an overview of how this 
connects with our digital library and archiving research. We also integrated tweets of water main breaks 
with analysis and visualization [97]. The list of webpage and tweet archives we created is accessible 
through our website [98]. 
 

 
Figure 2: From sources to digital library and archive systems 

2.2 Analysis, Access, and Visualization 
Providing effective services through CTRnet has required research on a wide range of analyses of the 
available content. For example, content-based image retrieval (e.g., finding scenes with rubble from 
earthquakes, or other views of a school where a shooting occurred) requires building representations with 
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suitable image descriptors [99, 100]. Handling location-related queries and connecting data with locations 
on maps requires geoparsing and geocoding [101]. Text extraction is needed for name-entity recognition 
and metadata enhancement [102]. We must model the complex objects we find on the Web (as in news 
pages with photos and videos) [103] and work with subdocuments [104, 105] to support annotation as 
well as access to portions of emergency response plans. These efforts, plus significant data cleanup, are 
required to support hard queries and find chains connecting related documents, both inside and across 
collections [106-111]. Further, digital library architectures must be enhanced with security features [112-
114] so important CTR collections with access restrictions can be included. We will build upon 
LucidWorks Big Data software, running on System G (an NSF and Virginia Tech project providing a 
“green” research platform for the development of high-performance software tools and applications with 
extreme efficiency at scale). Tailored workflows will process warc and tweet based data. For example, 
workflows will take warc files as input, and will extract, annotate, vectorize, cluster, find similar 
documents (and statistically interesting phrases), and index the webpages present in the archive. 

On our website, using the Google Maps API, we present a CTR event map, organized around locations. 
To show current key terms from recently posted tweets, we automatically build new word clouds every 10 
minutes, for the Japan earthquake disaster, the Libyan Revolution, and Hurricane Sandy [63]. 

Fig. 3 shows PhaseVis, another visualization service we developed [115]. The Four Phase Model of 
Emergency Management – mitigation, preparedness, response, and recovery - has been widely used in 
disaster and emergency management and planning [116]. However, that model has received criticism, 
contrasting its clear phase distinctions with the complex and overlapping nature of phases indicated by 
empirical evidence [117]. To investigate how phases actually occur, we designed PhaseVis based on 
visualization principles, and applied it to Hurricane Isaac tweet data. We first collected tweets about 
Hurricane Isaac, and then selected a subset of tweets that name major disaster organizations and agencies 
(i.e., FEMA, Red Cross, and Salvation Army). We trained classifiers using the four phases as categories. 
Ten-fold cross-validation showed that multi-class SVM performed the best in precision (0.8) while Naïve 
Bayes Multinomial performed the best in F1 score (0.782). The tweet volume in each category was 
visualized as a ThemeRiver™ [118], showing the ‘What’ aspect of a disaster. Other aspects (‘When,’ 
‘Where,’ and ‘Who’) also are integrated in the user interface. The classification evaluation and use cases 
indicate that PhaseVis has potential utility in disasters, aiding those investigating a large tweet dataset. 

 
Figure 3: User interface of PhaseVis showing four different views [115] 

  



2.3 Ontology 
In next generation digital libraries, knowledge-based approaches to intelligent information systems should 
be integrated with machine learning; thus we have been developing a comprehensive CTR ontology [73] 
with in-depth and balanced domain coverage. The focus of one doctoral research study is on high-quality, 
scalable, semi-automatic methods that involve the least amount of human intervention as well as 
computational effort. We are both merging ontologies and iteratively enriching the resulting integrated 
CTR ontology, drawing on 185 concepts from: EM-DAT: The International Disaster Database [119], 
Disaster Database from University of Richmond [120], Canadian Disaster Database [121], and the 
DesInventar Disaster Inventory System [122]. 
2.4 Case Study: Real-time Archiving of Hurricane Sandy 
Hurricane Sandy was a devastating superstorm affecting over seven countries between Oct. 22 and Oct. 
31, 2012, causing damages exceeding 65 billion dollars. We started collected tweets on Oct. 25. Extracted 
seeds were added to our Archive-it Hurricane Sandy Collection [123]. Internet Archive helped with 
Facebook and Google Doc requests for seeds. We also crawled popular news, business, and weather 
portals twice a day for the first week, and used the Google News real-time coverage. Government and 
non-profit organization websites, tweets, and Facebook pages were crawled frequently. After the event, in 
our periodic crawling during recovery, to supplement government sites, we added 83 Facebook pages as 
seeds to the archive, building on the collection by Steven Clift [124] on local communities working on: 
shelters, recovery of affected places, and collecting donations. By Nov. 11, we had identified 43,098 
unique seeds from Instagram.com, 40,863 from Twitter, and 26,176 from Facebook. Our webpage 
collection required over 2 terabytes of storage by December. CTRnet continues to expand this and other 
collections. 

3.0 Approach 
We will use a modular approach to developing IDEAL system components. This leverages our prior work 
developing systems like SMART [125, 126], MARIAN [41, 127-131], Envision [132-140], CITIDEL 
[141-155], ETANA [46, 156-166], and Ensemble [167-176]. Guided by the Internet Archive, we will 
enhance the support for curators, so higher quality collections can be easily built semi-automatically, and 
so that there will be a smooth integration of digital library and high-throughput standards based archiving, 
also allowing historians to work with the Wayback Machine. With LucidWorks, which now has particular 
interest in topic modeling, clustering, cluster labeling, trend and time series analysis, and visualization, 
we will extend what is possible with Lucene, Solr, and Mahout, ensuring easy and effective access for 
general users (both practitioners and those effected) and researchers. Below we give details, citing related 
studies as appropriate. One aspect of our research involves comparing, extending, enhancing, applying, 
and integrating advanced methods – with continuous evaluation. Another aspect involves rethinking and 
extending services, through more detailed modeling of the many sources and publishing practices in Web 
2.0 that apply to events of interest. 

3.1 Automatic Event Detection 
The release of Google Flu Trends demonstrated the effective spotting of flu epidemics based on counts of 
flu-related queries received from Web users [177]. For such bursty events, the number of event-related 
queries increases dramatically [2, 178, 179]. “One day after the Assassination of Benazir Bhutto the top 4 
most popular queries are all related to that event” [52, 180]. Likewise, changes in Twitter traffic can aid 
in detection of breaking news [66, 181], such as about an emerging political crisis, or an airplane crash.  



Accordingly, IDEAL will use two types of online media for automatic event detection: formal (e.g., 
popular news websites like CNN and Google news), and informal (e.g., Twitter, Facebook, RSS, blogs, 
forums, social networks, etc.) [182-184]. Our two-stage approach (see Fig. 4) involves first, formal media 
for detection, and second, informal media to cross-check and to complement the formal media. 

 
Figure 4: Automatic event detection 

 

Using the techniques of Topic Detection and Tracking (TDT), topics are automatically (e.g., by clustering 
[185-190] or LDA [191-206]) identified online [178, 207-221], helping users to know “what’s new” or 
“what’s going on.” However, the vast number of news topics leads to a new problem. In order to find the 
most important and timely events, we must quickly relate them to our categories of interest, and then rank 
according to priority. Timeliness can be assessed through analysis of the distribution over time of both 
content updates and user accesses. Importance ranking is analogous to ranking for Web retrieval, 
requiring fusing of a variety of signals [222-230], e.g., numbers of news stories and tweets, and numbers 
of queries and human views [179, 216, 231-239]. Thus, in the context of the vector space model [30, 240-
247] we will utilize ranked retrieval [181, 248-252] and Web click-through data [2, 253, 254] (including 
anonymized user identifiers, queries, query submission time, and URLs of clicked search results [255]). 
The system will track events as well as themes [61]. Through user studies and experiments with Amazon 
Mechanical Turk (AMT) [256], we will gather data so we can: compare the effectiveness of approaches 
and media types, refine techniques, and integrate services for: event detection, event modeling, seed 
extraction, and seed generation. This will allow user specification of categories as well as of particular 
events of interest, submission of seeds, and requests for customized crawling. 
3.2 Intelligent Focused Crawler 
Once an event is identified, the next task is to collect and store related information. For this we 
collaborate with the Internet Archive (IA) [257]. IA is a part of the IIPC (International Internet 
Preservation Consortium), which has members from libraries that preserve documents of national interest, 
or based on current events or websites related to their countries. We aim to research, prototype, and give 
to IA and IIPC new improved tools to collect and preserve event-related digital content. Collecting just 
the right information, on a particular topic, from the entire Internet, is a very hard problem, leading to 
extensive research on intelligent focused crawling [258-262]. We will advance the state-of-the-art and 
adapt our solution to the needs of IA and IIPC; right now, they use relatively simple crawling methods 
whose quality depends almost entirely on human guidance through seed selection. 

IA Baseline: We will continue to run crawls using IA infrastructure, and their Heritrix crawler. That 
will ensure reliable capture of information as topics are identified, as well as both immediate and long 
term access to that information through IA services. The resulting collections also will constitute a 
baseline for comparison as we build a next generation intelligent focused crawler at Virginia Tech, and 
deploy it to build collections with ever increasing recall and precision. As our collections improve 
through further processing and analysis, they also will go to IA for long-term preservation. Ultimately, we 
expect IA and others in IIPC will adopt our findings and allow suitable technology transfer.  

Requirements and Approach: Because of the size diversity and complexity of the content we seek on 
the WWW, our system must be highly scalable and adaptable to the various types of digital objects [263]. 
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We also must improve methods for topic representation and estimating relevance, leveraging patterns of 
Web publishing. Regarding representation – supplementing keywords and phrases, URLs, WordNet [264] 
synsets, metadata records, and ontology nodes or subgraphs – we will develop vectors of descriptors and 
other features. To accurately estimate the relevance (and priorities) of webpages, we will fuse information 
from the URLs’ text and context [265-272], webpages’ text, and ontology concepts [273-281].  

Monitoring and tailoring to curators: We will aid collection builders to interact effectively with the 
system to guide and improve the processing, such as by reducing the search space and resource 
requirements. They may describe particular interests and provide knowledge about a topic directly to the 
focused crawler [282-284].  Thus, the user can add a plugin to their browser, so, when they explore, the 
log of their actions will record their interests regarding genre [19, 285, 286], webpages (i.e., relevant), 
parts of the webpages (i.e., identify structure), and types of data inside the webpages (i.e., indicate 
features). Curator profiles also will be enhanced, to streamline future exploration sessions. 

Intelligence through modeling: A focused crawler will be more intelligent if it knows information 
about the event it is crawling (event models), the sources of information about the event (source models), 
the mechanisms used for disseminating information about the event (publishing venue models), and the 
entities related to the event (society / organization models). Considering 5S, the organization model will 
capture societies, the event model will capture the spaces and structures, the source model will capture the 
streams, and the publishing venue model will capture scenarios.  To develop these models, as our focused 
crawler finds content, it also will build and store a huge graph (including the desired content about related 
events, connected with the above types of entities, through appropriate relationships) as it works, 
identifying new elements of the huge graph as it runs into them, and classifying along the way. 

Event models: We will develop a model ME that describes the different aspects of an event. We will 
capture the phases, geographic issues, and topical coverage of the event, drawing upon the 5S perspective. 
We will use the SEM (Simple Event Model) [287] ontology to describe all the aspects of an event. Then 
we will compare different events based on common aspects.    

Source models: We will build models of sources (MS) of information and information dissemination, 
characterizing bias, scope, coverage, quantity, and quality. We will identify and build a hierarchy of small 
as well as large commercial news organizations, and government sites, from villages to towns to counties 
to cities to states, which are covering news of interest. Curators will be able to select suitable sources, 
depending on the desired sample size as well as other criteria, thus considering language, country, region, 
and detailed location. Table 1 highlights some of the instances of sources of particular interest. 

Table 1: Taxonomy of source models 
Informal media Formal media 
Social Media News Media CTR-specific Resources 

Micro Blogs 
 Twitter 
 Weblogs 

Other 
 Facebook 
 Instagram 

National newspaper 
 New York Times 
 Washington Post 

Local newspaper
 Roanoke Times
 Washington Times 

Government-related 
 FEMA Ready.gov 

Volunteer-based 
 Red Cross/Crescent 

Other 
 Google Crisis Response 

 
Publishing venue model: Information dissemination can be understood in terms of sampling and how 

the various Web 2.0 publishing venues (blogs, Twitter, Facebook, news sites, etc.) discuss events. Each 
publishing venue model MV will help us answer questions like: how and why users generate webpages on 



the WWW, and how users link to existing content on the WWW. For example, during crisis situations, 
people may use Twitter to report some information about the crisis and link to a news website for more 
details.  We will build a hierarchy of possible publishing venues used in Web 2.0 and link that to our 
source model, i.e., for each source, we will identify the possible publishing venues. We will sample 
appropriately for each chosen publishing venue. 

Society / organization models: We will identify individuals, organizations, and a variety of instances 
of social units, that are involved in an event, including characterizing their respective roles. We will build 
a graph of these social units and link them to the related source models. For each MO we can sample to 
accommodate bias related to political, economic, religious, and social aspects. 

Integration: We will integrate all these models to build our intelligent focused crawler. We will make 
use of these models in two ways: First, we will use these models to direct the focused crawler to new 
seeds that were not given before and could not be reached with the current set of retrieved webpages. 
Second, they will direct the focused crawler to webpages that cannot be reached unless through non-
relevant webpages (tunneling) [261, 288-290]. We will follow a Bayesian approach [291] to estimate the 
utility of adding a document (webpage) to our collection. If the webpage is relevant to our event’s topic 
(based on its textual content) then it will be added to our collection. Yet, if the webpage is not topically 
relevant, still it may point to other relevant webpages through its outgoing URLs. We will consider the 
webpage publishing venue, source, and organization models to estimate that likelihood. More formally: 

P(A|D)  = c1 * P(R|D) + c2 * P(R| MS, MO, MV, ME) 
where:  A = add to collection, D = webpage, R = relevant to the event, MS = source model, MO = 
organization model, MV = publishing venue model, ME = event model. The first part of the equation 
describes the probability that we should add the webpage based on its topical relevance. The second part 
describes the suitability of the webpage given the publishing venue, source, organization, and the event 
models. 

Experiments: Each type of model will be individually evaluated. For example, we can compare our 
models of sources with what results from analyzing some of the large collections others have built and 
stored at the Internet Archive. Then, when we integrate the set of models into our intelligent focused 
crawler, we will be able to run experiments to assess the collections resulting from decisions related to 
each of the models. Thus, we will compare seeds from social media (e.g., tweets) and collections built 
using human input seeds, to test our hypothesis that seeds collected from social media should lead to a 
better collection when considering coverage, precision, and recall. Another experiment will use the 
publishing venue model to classify different parts of a collection and find the distribution of publishing 
venues used in the collection. This experiment will yield information about the bias found in the 
collection and therefore the bias found in the seeds used to build the collections.  

Evaluation: Guiding our research on focused crawling will be an extensive program of evaluation 
[292-295].  Controlled studies will allow measuring absolute recall, while live studies will consider 
relative recall. After merging the collections from multiple seed sets and crawling methods, relevance 
judgments from Amazon Mechanical Turk (AMT) [256] will facilitate comparisons. Measures considered 
will include scalability and use of resources like time and space, as well as of effectiveness, through 
precision, recall, and F1 (a combination measure) [296]. 
3.3 Text and Data Analysis 
As we build more and better event archives, they should generate increased interest from a variety of 
stakeholder groups, who will expect easy-to-use and effective services. Those will require [161] extensive 
offline automatic analysis and processing of the archived information, so online interactive access can be 



fast and effective, and relevant and meaningful information can be presented in an easy-to-understand 
fashion [297]. As was explained in Section 2.3, we have explored a variety of types of analysis. For 
example, given the low precision we observe in most existing archive collections, we can train classifiers 
to build smaller collections with higher precision. Intelligent focused crawling (see Section 3.2) also will 
lead to improved collections. Other types of analysis are explained below, for many of the planned types 
of services [91, 96, 298-308]. We will use and collaborate with LucidWorks software in improving their 
software to extend and support more of the analysis functionalities. 
 3.3.1 Theme and Topic Identification 
Another important line of research is the identification of themes [309, 310] within events. This affords a 
more refined view of events, as well as recognition of thematic connections among events. We will use 
natural language processing as well as clustering and classification techniques to identify important 
themes within events [91, 96, 298-301]. 

In the same line of study, we are working on an automatic topic identification approach based on 
sampling of relevant information using search engine APIs.  Our software lists topics independently of a 
prepared large document corpus, given an electronic document (e.g., webpage). We are experimenting 
with our prototype to compare its performance with that of four human topic indexers.  We use a slightly 
modified version of Wolfram and Olson’s metric (inter-indexer consistency density [311]). Each piece of 
a segmented electronic document is sent to a search API sequentially to retrieve the relevant descriptions 
of matching webpages from the Web.  Returned descriptions are viewed as an expanded micro-corpus of 
a single document that is transformed into a term-document matrix as in the Vector Space Model [312, 
313].  As a baseline, we apply the tf*idf term weighting scheme [314] to identify significant words. We 
plan to extend this approach to find RDF (Resource Description Framework) triples [315], and to connect 
with our focused crawler for improved archive development. 
3.3.2 Categorization 
We will extend the event ontology [316, 317] developed in support of sentiment analysis (see below) to 
help users explore (e.g., browse and search) data based on event types [318]. We also will apply 
taxonomy building [319, 320] and classification techniques [195, 321-323] for this step. We will evaluate 
software like ORANGE [299], RAPIDminer [298], and WEKA [91] to aid in these processes.  
3.3.3 Sentiment Analysis 
Formal and informal media [324, 325] often reflect bias and include opinion data. Sentiment analysis 
applies natural language processing [326, 327], e.g., to determine the attitude of a speaker or a writer with 
respect to some topic. The attitude may be an author’s judgment or evaluation, affective state (i.e., 
emotional state when writing), or the intended emotional communication (i.e., desired emotional effect on 
the reader). Sentiment analysis can identify the most influential opinion holders, help monitor how trends 
of opinions change over time in social media, and aid in understanding the story behind an incident. 
Popular events are related to increases in sentiment strength. For example, if an event is related to protests 
then word usage in tweets or blogs increases in negative sentiment strength. So, sentiment analysis can 
play a role in automatic event detection. Also sentiment analysis can help with early forecasting of an 
event.  Possibly vulnerable persons might be identified, to save anxiety or even lives. 

We will research how to support archive studies based on sentiment, e.g., identifying different 
perspectives, including polarity (positive vs. negative), intensity (degree of emotion), and subjectivity 
(impartiality). We will extend our prior work on ontologies (Section 2.3), expanding to cover other areas 
beyond CTR, providing a supporting lexicon [328]. We will find relationships and patterns in textual data, 
to be used in an automated decision support systems or assessed by a human analyst. We will evaluate 



and compare approaches to both supervised and unsupervised sentiment classification [326-334], and will 
leverage systems and tools like WEKA [91], OpinionFinder [305, 335], and SentiStrength [304, 336].  

It is really difficult for computers to characterize the tone and meaning of a document. To address this 
problem, big data is required. Leveraging the 5S approach, including the spatial aspects of events, we will 
collect large streams of data, e.g. tweet feeds, news contents, reviews, blogs, and Web forums.  We will 
structure documents based upon the modeling approaches proposed earlier. Sentiment analysis will be 
performed on each different type of event scenario, and for each type of society (see Table 2).   

3.4 Data, Information, and Context Visualization 
Users of IDEAL will benefit greatly from rich support for archive visualization. Visualizations will help 
with management of query results, analysis results, individual collections, and the complete IDEAL 
archive. Supported view types will include: map, time-line, geographical, and hierarchical. The best 
visualizations turn data into engaging stories that facilitate personal connections, as well as explanations.  

Web 2.0 refers to collaborative and interactive value-added services, extending the Web’s content 
hosting services [1]. It is an expression of the voice of the people that can be recorded and preserved as 
never before possible. For example, covering the events “Egypt and Tunisia revolutions”, there are about 
3 million entries in Web 2.0: 55% blogs, 32% news, and 13% social media [337-339]. In addition, we 
have collected over 11 million tweets on Egypt Revolution and 5 million tweets on Libya Revolution. To 
provide additional interactive services in CTRnet, we have prototyped a variety of visualizations [66, 67, 
72] as well as a tool, PhaseVis, which is shown in Fig. 3. These have led us to plan a much more 
extensive set of visualization services for IDEAL. 

As visualizations related to the live Web increase in number and quality, it is becoming clear that 
visualization services are expected for archives as well [340]. Our research will focus on innovative and 
creative approaches to archive visualization, supplementing existing techniques [341-346]. Since event 
information is heterogeneous and since different stakeholders have varied needs, we will research two 
modes of visualization for events, discussed in the next subsections [347].  
3.4.1 Data Visualization 
Building upon our prior research with Web and digital library [348] visualization [48, 85, 110, 138, 153, 
349-353], we will devise next generation data visualization services that work directly on archives (e.g., 
webpages, images, and videos), supplementing flexible browsing and searching services. These will be 
available almost as soon as an event occurs. For example, Twitter data collected, by using both the 
Twitter Search API [354] and the Streaming API [355], will be processed through a pipeline of tools: the 
command-line data processing tool Gawk [356]; statistics packages such as R, Excel, and SPSS for data 
analysis [357] or integrations of Excel with visualization like NodeXL [358, 359]; text processing with 
Leximancer [360] or WordStat [361] for keyword analysis; and Gephi for network analysis and 
visualization [362, 363]. The plots by Snub of tweets related to Revolution Egypt demonstrate the value 
of such visualization tools in understanding data [363]. Through user and AMT studies we will evaluate a 
variety of services, finding which ones work best for each stakeholder group and type of task or activity. 
3.4.2 Information and Context Visualization 
Building on the variety of analyses described in Section 3.3, we will extend from data to information 
visualization [342, 364, 365]. We will research the use of interactive visual representations that amplify 
cognition [366], ultimately mapping to conventional 2D computer screen spaces [347] to support large 
communities of interactive users, though class projects also may lead to special studies with our CAVE 
[367, 368] or Gigapixel display [369-373]. 



Semantic approaches [374] will lead to triples, and visualizations using word clouds, semantic graphs, 
and diagrams of relationships among entities. Geospatial information will fit with a variety of mashups 
and hyperlinked maps [375, 376]. Timeline-based interactions [118, 377, 378] will support a suite of 
perspectives, e.g., chronology of an event or series of events, changes in interest among themes, shifts in 
polarity or intensity of various sentiments, or flows of causality. Other approaches combine a set of 
visualizations to aid conceptualization, e.g., word clouds, co-occurrences, year histograms, and item 
listings [379]. To show how different events are linked, along with related documents, we will extend our 
Stepping Stones and Pathways (SSP) approach [106-110]. Other visualization methods will build upon 
analyses related to structuring or browsing by events. Our evaluations will be of specific tasks, as well as 
of the higher goals of exploration, discovery, and understanding. 

3.5 User Support 
IDEAL will support a variety of users, who generally fit into one of the stakeholder groups described in 
Table 2. It will help them with the challenges they face regarding events, affording a rich set of benefits.  
This perspective will guide additional user-centered evaluation and subsequent research. 

Table 2: Perspectives on consumers/stakeholders 
 Stakeholder 

Types 
Stakeholder 
Examples 

Examples of Challenges Examples of Benefits 

R
E

SE
A

R
C

H
E

R
S 

Researcher University/institute 
faculty, researchers 

Finding event data, Analyzing 
& visualizing knowledge 

Access to event DL and 
its content & services 

Student Graduate and 
undergraduate 

Tailored summaries, 
Knowledge management 

Access to a rich set of 
support services 

Librarian / 
Archivist 

University, federal, 
state &city libraries 

Preservation, Scalability, 
Interoperability 

Automatic event 
detection, Archiving 

PR
A

C
T

I-
T

IO
N

E
R

S 

Public Sector Government agencies 
(all levels) 

Intellectual property rights, 
Multi-nationals 

Accountability, Strategic 
planning, Analyses 

Social Service 
Provider 

Non-profit 
organizations 

Early response to an event as 
well as help with recovery 

Fast event notification 

A
FFE

C
-

T
E

D
 

Directly / 
Indirectly 
Affected People 

Victims, families, and 
friends 

Event tracking, Situation 
awareness, Communications, 
and Access 

Notifications, 
Summaries, and 
Visualizations 

 
For example, regarding librarians and archivists responsible for curating collections about events of 
interest, we will aid them to speed up and broaden their accomplishments, through event detection (see 
Section 3.1). Further, as requested, we will extend the work discussed in Section 2.1, as explained in 
Section 3.2, to build high quality collections. Similarly, for other stakeholder groups, as is summarized in 
Table 2, we will help them face difficult challenges, and reap desired benefits (illustrated in the right two 
columns of that table, respectively). Thus, we will extend the research discussed in Sections 2.2 - 2.4, 
leading to a rich set of services for analysis (Section 3.3) and visualization (Section 3.4).   
  



3.6 Dissemination and Validation  
Boards: We will disseminate our results through twice-yearly meetings with our local advisory and 
external advisory boards (see Table 3), staggered so there is an in-person or webinar discussion every 
three months. At these meetings we will discuss the results of our ongoing evaluations of the elements of 
the architecture, as they are developed and deployed, and as progress is made on project plans. 

Based on theory: We will continuously evaluate our products and processes at two levels. We will 
base our evaluation on five constructs of Diffusion of Innovation Theory [380]: 1) Relative advantage 
captures the extent that a new technology improves on existing techniques; 2) Complexity is the 
perception that a new technology is easy-to-use; 3) Compatibility is the extent that a new technology fits 
with the task goals of the people using the technology; 4) Trialability is the idea that the technology is 
testable by its users; 5) Observability is the extent that using the technology can be observed by others. 

First we will explicitly evaluate each technology we develop, e.g., event identification, in the context 
provided by the 5S framework [59], for each of our stakeholder groups (societies). Thus, political 
scientists interested in an election will focus on scenarios and streams of information different from 
government officials monitoring that election. Gathering and analyzing rich qualitative data from users 
(representatives of a community of stakeholders) about their role in events and their interaction with event 
information will help us support situated use of IDEAL [381, 382]. We will employ a variety of 
techniques including: one-on-one and focus-group interviews [383, 384]; surveys and questionnaires; case 
studies of common scenarios and particular use cases for IDEAL; analysis of logs resulting from our 
instrumenting each service related to user actions; and usability studies of each subsystem and service. 
These will help in designing tasks for evaluating the relative advantage, complexity, and compatibility of 
IDEAL components. We will extend the techniques used in prior user studies [385-387]. 

Second, we will continuously evaluate the overall project by examining the integration among 
elements of the architecture, e.g., ensuring seamless transition from event identification to seed generation 
to intelligent crawling. We also will solicit and implement recommendations from our internal and 
external advisory boards for additional evaluation activities and methods. Thus, Chris Barrett will be able 
to leverage our data and services to feed into models and simulations of spread related to demonstrations 
and revolutions (see letter). Likewise, our Library will connect us with those interested in archiving and 
analyzing events, through their connections with social scientists, including in data management planning 
(see letter). Patrick Meier and Carlos Castillo (see letter) will connect us with humanitarian organizations, 
through their center in Qatar, which PI Fox will visit yearly, due to a related Web archiving project [388]. 

Our prior experience with qualitative and innovation diffusion research will help in designing and 
conducting these evaluations. [65, 385, 386].  The participants in the evaluations will be a representative 
sample of our stakeholder groups and will include members of the advisory boards, partners of Internet 
Archive (including Board members from Alberta, ODU, Stanford, and USC), customers of LucidWorks, 
students at Virginia Tech, and Amazon Mechanical Turkers, selected as is appropriate.  

Ongoing evaluative case study: One of the goals of this project is to connect with the needs of 
stakeholders.  Starting in the first year of the project, we will validate and iteratively refine our research 
by working closely with colleagues and students at Virginia Tech.  We will provide technical assistance 
to colleagues affiliated with the Center for Peace Studies and Violence Prevention (Peace Center – see 
letter by Director Hawdon), which is located within the Department of Sociology at Virginia Tech. That is, 
we will evaluate our tools along the way, using real tasks required by members of the Peace Center. One 
project proposed by the Peace Center, in collaboration with faculty members at the University of Turku, 
Finland, is to investigate the presence and influence of on-line hate groups, and related events. Several 



perpetrators of recent mass shootings, including the Norwegian terrorist Anders Breivik, Russian mass 
murderer Dmitry Vinogradov, and Finnish school shooter Pekka-Eric Auvinen, have been actively 
involved in online hate groups. The project, funded by the Kone Foundation for one year, beginning 
1/1/2013 (with possible extension to three years), aims to investigate the social networks of hate group 
members, their rhetoric, the techniques they use to disseminate their messages, and the influence these 
groups have on young people who are exposed to them. Using tweet analysis, Web crawling, and the 
sampling of media articles related to mass shooting events, our proposed project will help with the 
collection, analysis, and visualization of such data. Elements of the IDEAL architecture are consistent 
with the goals of this project, e.g., finding and crawling websites of hate groups; thus we can test our 
techniques by collaborating with the students and faculty in the Peace Center, as we support their research. 

 After we focus on users among the many interested groups at Virginia Tech in year one, we will 
gradually broaden as additional partners emerge as a result of our tutorials, workshops, papers, and 
presentations. We also will provide direct team support for focused collection, analysis, and visualization 
studies. In year 1 we expect to carry out three such studies, followed by 6 in year 2, and 9 in year 3. As 
our tools and services improve, we will shift from internal comparative evaluations to live user tests, and 
then to log and retrospective analysis of those working with our expanding collections. These will be 
coupled with educational activities: PI Fox teaches yearly a capstone course for CS seniors, CS4624 
(Multimedia, Hypertext and Information Access), as well as a yearly graduate course, usually CS5604, 
Information Retrieval, or else CS6604, Digital Libraries; in all of these there are term projects wherein 
teams of students will connect with the proposed research, through system building and experiments. 

Broader dissemination: Starting in year two, we will broaden our dissemination efforts and recruit 
from stakeholder groups interested in specific events or series of events, to collaborate in evaluating our 
tools and techniques. In support of this goal we will propose tutorials and workshops, such as for the 
American Sociological Association Annual Meeting and the Information Systems for Crisis Response and 
Management (ISCRAM) conference. We will make similar proposals for conferences on digital 
government, digital libraries, Web archiving, curation, and preservation. The result will be a growing base 
of researchers as well as general users of IDEAL. Thus our dissemination efforts will facilitate the 
validation of our tools, as we refine their usefulness, ease-of-use, and consistency with users’ scenarios. 

4.0 Management Plan 
We plan for IDEAL to start soon after the July 2013 termination of CTRnet, allowing unbroken archiving 
of CTR events, as well as expansion of that archiving to cover key government / community events. We 
also will dramatically expand the scope of our research, providing broader user support (see Table 2) and 
an extensive integrated program of studies related to event DLs and archives (recall Section 3). 

We will retain 4 of the 5 co-PIs involved in CTRnet (see Budget Justification for overview of our 
areas of focus in this project), continue our partnership with the Internet Archive, and expand to connect 
with the broader International Internet Preservation Consortium. We will continue with local and external 
advisory committees/boards, but will expand them to gain advice from others interested in government 
and community related Web archiving. Table 3 shows the people who have agreed to serve. 

Regarding research on particular methods and parts of our infrastructure, we expect to leverage our 
CTRnet project to have a partially operational IDEAL by the end of year 1, and an improved version by 
the end of each subsequent year – as we dramatically improve its services, efficiency, and effectiveness. 
Guided by co-PI Sheetz, we will apply a modified Agile methodology that includes: continual 
collaboration with stakeholders, accommodating changing requirements, test/scenario driven development, 



frequent delivery of software, and empowering teams and individuals [389]. The methodology will be 
modified due to the nature of the development team, with continuing students building and maintaining 
software for key scenarios, and supplemental elements and enhancements added through independent 
studies and graduate theses. Project teams from courses will evaluate system components (often by 
comparing data streams generated by the system to those generated by stakeholders), and benefit from 
awareness of Diffusion of Innovation Theory constructs. 

Table 3: External and internal advisory boards 

E
xternal 

Paul Doscher, LucidWorks (see 
letter) 

Patrick Meier, iRevolution (see 
letter from Carlos Castillo) 

Eric Van de Velde, EVdV 
Consulting 

Kristine Hanna, IA (see letter) Michael Nelson, ODU Kris Kasianovitz, Stanford 
Susan Metros, USC Geoff Harder, U. Alberta  

Internal 

Tyler Walters, Library Dean (see 
letter) 

James Hawdon, Director 
CPSVP (see letter) 

Gardner Campbell, Learn-
ing Technology 

Purdom Lindblad, Library John Ryan, Head, Sociology Sanmay Das, Comp. Sci. 
Gail McMillan, Library Russell T. Jones, Psychology Chris North, Comp. Sci. 
Chris Barrett, NDSSL (see letter) Timothy Luke, Political Sci. Scott Midkiff, CIO 

 
5.0 Summary of Broader Impact and Intellectual Merit  
The Integrated Digital Event Archive and Library (IDEAL) will support our planned intelligent 
information system research, which is ambitious but feasible, since we build on almost 30 years of related 
work, including that on our CTRnet project, which already has had significant impact (see Section 2). 

The broader impact of our work (recall Table 2) is on institutions providing library and archiving 
services, as well as their patrons, and on the communities working on information retrieval, library & 
information science, or Web science. The techniques and methods we develop, findings from our 
evaluations, software we build, and services we provide, will all be open and shared. The archive we 
develop, supported by the continuously improving IDEAL system, should serve a wide range of 
stakeholder communities, including sociologists, psychologists, political scientists, government workers, 
policy makers, those concerned with crises or tragedies, historians, and the general public. More broadly, 
we expect to usher in a new era of permanent archiving of interesting events that will promote deeper 
understanding and future study based on what now is highly transient digital information. 

The intellectual merit of our project includes theory, algorithms, techniques, methods, software, 
systems, and evaluation results ranging across many areas of information retrieval, information 
visualization, library and information science, archiving, and the Web. Now that the 5S framework [59] 
has been shown to provide a solid theoretical foundation for digital libraries [16], we will extend it to 
support Web 2.0 archiving and services. We will solve the challenging problems associated with detecting 
interesting events, in our two chosen areas, or in user-specified sub-areas. We will find effective solutions 
for intelligent focused crawling about events, and classification techniques to ensure that event archives 
have high recall and precision. We will test state-of-the-art approaches to archive analysis and 
visualization, and discover better methods with regard to event archives for supporting identification of 
themes, understanding sentiments, and categorization. Our contributions also will include integration and 
evaluation at the micro and macro levels, so our theoretical unification of the area will lead to 
improvements at the system and services levels.  
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sequences, and personnel. Received an honorary Emmy team award for Sound 
Composition. Promoted from, and simultaneously worked in, various positions 
throughout employment period. 



Andrea L. Kavanaugh 

Bates College, B.A. English (French minor), 1973  
Education 
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Cunningham Dissertation Fellowship 1987-88 (Virginia Tech) 
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Information Technology Use during the 2011 Egyptian Uprising. International Journal 
of Information Systems for Crisis Response and Management, Special Issue on Social 
Media Use in Crises. 
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Designing for Social Affordances. Government Information Quarterly. 

Kavanaugh, A. (Forthcoming) Physical versus Web Communities: The Arc of Social 
Computing. In Reda Alhajj and Jon Rokne (Eds.), Encyclopedia of Social Network 
Analysis and Mining, Surrey, UK: Springer. 

Kavanaugh, A. (2012) The Blacksburg Electronic Village, pp. 593-601. In W. Bainbridge 
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and M. Allen (Eds.) Handbook of Internet Research. Surrey, UK: Springer. 
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qualitative research methods to evaluate the diffusion, adoption, use and impact of 
information and communication technology. I have been investigating most recently the 
use of information technology for citizen-to-citizen deliberation, and the development of 
tools to support social interaction among diverse users and groups. I have led funded 
collaborations with local government and voluntary associations, including those that 
serve the needs of socio-economically disadvantaged citizens in the Appalachian region. 
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Ph.D. in Business Administration, Major in Information Systems, Minor in Linguistics, 

University of Colorado at Boulder, 1996. 
Masters of Business Administration, Major in General Business, University of Northern 
Colorado, 1987.
Bachelors of Science, Major in Computer Science, Minor in Economics, Texas Tech 
University, 1984. 
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1997 – Present, Information Systems Consultant, Blacksburg, Virginia. 
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Virginia Polytechnic Institute and State University. 
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1990 – 1994, Graduate Research Assistant, University of Colorado at Boulder. 
1992 – 1993, Part Time Instructor, at the University of Northern Colorado, Greeley, CO.  
1991 – 1992, Graduate Part Time Instructor of Information Systems at the University of 
Colorado, Boulder, CO. 
1986 – 1990, Systems Analyst, National Systems and Research Co., Loveland, CO. 
1985 – 1986, Programmer/Analyst, National Systems and Research Co., Loveland, CO. 
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124-136. 

S.D. Sheetz, D. Henderson, and L. Wallace, “Understanding Developer and Manager 
Perceptions of Function Points and Source Lines of Code,” Journal of Systems and 
Software, Vol. 82, 2009, Pages 1540-1549. 

E. A. Fox, C. Andrews, W. Fan, J. Jiao, A. Kassahun, S. Lu, Y. Ma, C. North, N. 
Ramakrishnan, A. Scarpa, B. H. Friedman, S. D. Sheetz, D. Shoemaker, V. Srinivasan, S. 
Yang, and L. Boutwell. “A Digital Library for Recovery, Research, and Learning From April 
16, 2007, at Virginia Tech.” Traumatology,  (2008), vol. 14: pp. 64 - 84. 

D.P. Tegarden, L.F. Tegarden, S.D. Sheetz, “Cognitive Factions in a Top Management 
Team: Surfacing and Analyzing Cognitive Diversity using Causal Maps,” DOI 
10.1007/s10726-007-9099-1, November 2007, Group Decision and Negotiation. 



D.P. Tegarden and S.D. Sheetz. “Group Cognitive Mapping: A Methodology and System for 
Capturing and Evaluating Managerial and Organizational Cognition. Omega, Vol. 31, 2003, 
Pages 113-125. 

Five Other Significant Publications (ii) 

D. Henderson, S.D. Sheetz, F. Belanger, “Explaining Developer Attitude Toward Using 
Formalized Commercial Methodologies: Decomposing Perceived Usefulness”, Information 
Resources Management Journal, Vol. 25, 2012, pages 1-20. 

E. V. Wilson and S. D. Sheetz, “A demands-resources model of work pressure in IT student 
task groups,” Computers and Education: An International Journal, 55, 2010, Pages 415-426. 

E.V. Wilson and S.D. Sheetz. “Context Counts: Effects of Work vs. Non-Work Context on 
Participants’ Perceptions of Fit in Email vs. Face-to-Face Communication.” Communications 
of the Association of Information Systems (CAIS), Volume 22, Article 17. (2008). Online at: 
http://aisel.aisnet.org/cais/vol22/iss1/17/

D. P. Tegarden, and S. D. Sheetz, “Cognitive Activities in OO Development," International 
Journal of Human-Computer Studies, Volume 54, Number 6, Spring 2001, pp. 779-798. 

D. P. Tegarden, S. D. Sheetz, and D. E. Monarchi, “A Software Complexity Model of Object-
Oriented Systems,” Decision Support Systems, The International Journal, Volume 13, Spring 
1995, pp. 241-262. 

Synergistic Activities
 Member of Information Systems for Crises, Response, and Management Association. 

2010-Present. 
 Reviewer for Journal of Management Information Systems, IEEE Transactions on 

Professional Communication, Omega, Decision Support Systems 
Collaborators and Other Affiliations 

(i) Collaborators 
R. Barki (Virginia Tech), D. Tegarden (Virginia Tech), V. Wilson (Arizona State), G. Irwin 
(Colorado State University), L. Wallace (Virginia Tech), R. Beck (Villanova) 

(ii) Graduate Advisor 
Ph.D. Advisor: Kenneth A. Kozar, University of Colorado. 

(iii) Graduate Students (Ph.D) 
D. Henderson (Chair), Lemuria Carter, Youngwha Lee, John Briggs (Chair), Susan Kruck, 
Joeseph Ferki, Freda McBride 



DONALD J. SHOEMAKER 

  A.  Professional Preparation 

  University of Georgia: Athens, Georgia; M.A. Sociology, 1968; Ph.D. Sociology, 1970; NDEA Title IV     
  Fellow, 1966-1969; Millsaps College: Jackson, Mississippi; B.A. Sociology, 1966; University of      
  Mississippi: Oxford, Mississippi; Undergraduate Study, 1962-63 
 

B.  Appointments 
Professor, Virginia Polytechnic Institute and State University, Department of Sociology, 1997  
Director, Center for the Study of Violence in Society, 2003-2008 
Visiting Exchange Professor, Department of Sociology, University of the Philippines, Diliman, Spring 
Semester, 1997; June-August, 1998; Spring Semester, 2001 
Associate Professor, Virginia Polytechnic Institute and State University, Department of Sociology, 1977- 
1997. Assistant Professor, 1974-1976. One-third time with the Community Resource Development 
Office at Virginia Tech, Winter, 1983 
Visiting Exchange Professor, Department of Sociology, Xavier University in Cagayan de Oro City, 
Philippines, January-March, 1987 
Adjunct Professor, Roanoke College, Fall, 1986 (taught a course on juvenile delinquency) 
Assistant Professor, University of Southern Mississippi, 1970-1974 

 

 
 

C. Publications (Selected Related) 
     

   1.    Kavanaugh, A.L., Fox, E.A., Sheetz, S.D.,Yang, S., Li, L.T., Whalen, T. Shoemaker, D.J., Natsev, P.,    
 Xie, L., Social Media Use by Government:  From the Routine to the Critical. Government    
 Information Quarterly (GIQ) 29(4): 480-491, 2012 

2. Kavanaugh, A.L., Sheetz, S.D., Hassan, R., Yamg, S., Elmongui, H.G., Fox, E.A., Magdy, M.,  
 Shoemaker, D., Between a Rock and a Cell Phone: Communication and Information Use During the     
 Egyptian Uprising.  Proceedings of the 9th International Conference on Information Systems for  
 Crisis Response and Management (ISCRAM 2012), Vancouver, April 22-25, 2012 

3. Seunwang, Yang, Andrea Kavanaugh, Nadia P. Kozievitch, Lin Tzy Li, Venkat Srinivasan, Steven D. 
Sheetz, Travis Whalen, Donald Shoemaker, Ricardo da A. Torres, and Edward A. Fox, CTRnet DL 
for Disaster Information Services.  Proceedings of JCDL 2011, Ottawa, June 13-17, 2011, 437-438 

4. Sheetz, Steve, Fox, Edward A., Fitzgerald, A., Palmer, S., Shoemaker, D., and Kavanaugh, Andrea.  
Why Students Use Social Networking Sites After Crisis Situations.  Proceedings of the 8th 
International ISCRAM Conference, Lisbon, Portugal, May 8-11, 2011 

5. Kavanaugh, A.L., A. Nastev, E. Fox, S. Sheetz, D. Shoemaker, L. Yie, S. Yang, V. Srinivasan, L.T.     
 Li, and T. Whalen, Social Media for Cities, Counties, and Communities (CCSR Planning Grant,  

       July 2010-December, 2010), Final Report 



Publications (Selected Other) 
 
1.   Shoemaker, D.J., Theories of Delinquency: An Examination of Explanations of Delinquent 

        Behavior. New York: Oxford University Press, 1984), pp. 281. Second edition, 
        1990, pp. 329. Third edition, 1996, pp. 284. Fourth edition, 2000, pp.294. Fifth edition,    
         2005. Sixth edition, 2010, pp. 398. 

2.   Shoemaker, D.J., Juvenile Delinquency, Lanham, MD: Rowman & Littlefield, 2009, pp. 447    
      (second edition in preparation).  

  3.   Fox, E.A., C. Andrews, W. Fan, J. Jiao, A. Kassahun, S. Lu, Y. Ma, C. North, N. Ramakrishnan, A. 
        Scarpa, B.H. Friedman, S.D. Sheetz, D. Shoemaker, V. Srinivasan, S. Yang, and L. Boutwell, “A     
         Digital Library for Recovery, Research, and Learning from April 16, 2007 at Virginia Tech.”   
    Traumatology, Vol. 14 (1), 2008:64-84. 

4.   Gutierrez, F.C. and D.J. Shoemaker, “Self-Reported Delinquency of High School Students in  
      Metro Manila:  Gender and Social Class.” Youth & Society, Vol.  40, 2008:55-85. 

   5.  Shoemaker, D.J. and D. McDonald, “An Evaluation of the Drug Court of the Twenty- 
        third Judicial Circuit Court of Virginia: A Response to the War on Drugs.”  Criminal Law  
        Bulletin, Vol. 39, Number 5, 2003: 569-583. 
 
 

D. Synergistic Activities 
  1. Proposal reviewer for NSF, March, 2007 
  2. Member, Editorial Board, Journal of Research in Crime and Delinquency, 2002-    
      2011 
  3. Member, Editorial Board, Philippine Journal of Law and Justice, 2000-2005 
  4. Member, Editorial Advisory Board, Youth and Society, 1985-1995 
  5. Proposal reviewer for SEA Grant Program, 1990 
  
 

E. Collaborators & Other Affiliations (recent and partially including those mentioned above) 
W. Timothy Austin, Indiana University of  Pennsylvania; Paul Friday, University of North Carolina- 
Charlotte; Filomin Gutierrez, University of the Philippines, Diliman; Danielle McDonald, Northern 
Kentucky University; Zin Ren, California, State University, Sacramento; Timothy W. Wolfe, Mount 
Saint Mary College 

 
Advisor 
Raymond Payne (deceased) 

 
Thesis and Dissertation Advisees (recent) 
Sinan Demarik, Danielle McDonald, John McMullen, Andrea Nash, Roderick Neal, Virginia Rothwell, 
Jamie Spradlin, Elizabeth Ward 
Total number of graduate advisees, 21 
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VT Budget Justification:

Faculty:
PI Fox will work 0.45 months each year, on average.
Co-PIs Kavanaugh, Sheetz, and Shoemaker will about 0.43 months each year.
Drs. Fox and Kavanaugh have CY appointments.
Drs. Sheetz and Shoemaker have AY appointments.
  Dr. Fox will direct the project and supervise technical efforts, including digital libraries,
information retrieval, machine learning, analysis services, information visualization, logging
and log analysis, and focused crawling. He will attend conferences like JCDL, TPDL, and SIGIR.
  Dr. Sheetz will focus on ontologies, databases, focus groups, and agile software development
activities. Regarding collections, he will focus on
CTR (Crises, Tragedies, and community Recovery), and will continue to represent us at ISCRAM
conferences. He will guide our validation in accordance with Diffusion of Innovation Theory.
  Dr. Kavanaugh will focus on digital government, community support (building on her work
with the Blacksburg Electronic Village), HCI, social sciences, surveys, questionnaires, etc.
She will attend digital government meetings.
  Dr. Shoemaker will focus on sociology, violence, demonstrations, communities, etc. He will
liaise with the Center for Peace Studies and Violence Prevention, and with local advisory
board members from sociology, psychology, and political science.

Graduate Research Assistants:
Two students will be funded for three years.
One student interested and suitable is working on a Ph.D. with support for
tuition through the VT-MENA program, in collaboration with Egypt.

Fringe Rates are:
29.25% Regular Faculty
31.25% Special Research Faculty
17% Part Time Faculty
7.75% Summer Faculty / Wage Employee
8.5% GRA

Equipment:
Two computers will be purchased in year 1 for the GRAs.
No overhead is charged on this.

Travel:
Year 1 has $800 for domestic, $800 for foreign travel expenses.
Years 2 and 3 have escalations due to inflation, more activities.
Travel will include for working with Internet Archive, and attending
conferences (papers, presentations, workshops, tutorials, etc.)
such as about: digital libraries, CTR, digital government, sociology.
Examples include JCDL, TPDL, and ISCRAM.

Subcontract:
Please see the letter from the Internet Archive.
They will partner with us, and provide permanent archiving of content.
Their usual rates are much higher; we are getting a large discount.
Overhead is only charged on the first $25K (out of the 3*16K = $48K).
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Other Direct Costs - Other:
This covers tuition for one GRA, since the VT-MENA program covers the other.
No overhead is charged on this.

Indirect: 61% is charged on all but tuition and equipment.

- - - - - - - - - - - - - - - - - - - - - - - - - - - - - - 

IA Budget Justification:

Please see the letter from the Internet Archive.
They will partner with us, and provide permanent archiving of content.
Their usual rates are much higher; we are getting a large discount.
Overhead is only charged on the first $25K (out of the 3*16K = $48K).
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Please see the letter from the Internet Archive. They will partner with us, and provide permanent
archiving of content. Their usual rates are much higher; we are getting a large discount.
Overhead is only charged on the first $25K (out of the 3*16K = $48K).



Current and Pending Support 
See GPG Section II.D.8 for guidance on information to include on this form. 

NSF Form 1239 (10/99)  USE ADDITIONAL SHEETS AS NECESSARY 

The following information should be provided for each investigator and other senior personnel.  Failure to 
provide this information may delay consideration of this proposal. 
Investigator: Edward A. Fox Other agencies (including NSF) to which this 

proposal has been/will be submitted:  
Support:  Current  Pending  Submission planned in near future  Transfer of support 
Project/Proposal Title: Collaborative Project: Ensemble: Enriching Communities and 

Collections to Support Education in Computing 
Source of Support: NSF 
Total Award Amount: $509,897 (VT) Total Award Period Covered: 09/15/08-8/31/13 
Location of Project: Virginia Tech 
Person-months committed to project: Cal: 0.00 Acad: 0.00 Sumr: 0.00 
Support:  Current  Pending  Submission planned in near future  Transfer of support 
Project/Proposal Title: SDCI NMI New: From Desktops to Clouds - A Middleware for Next 

Generation Network Science 
Source of Support: NSF 
Total Award Amount: $1,350,000 Total Award Period Covered: 8/1/2010-7/31/13 
Location of Project: Virginia Tech 
Person-months committed to project: Cal: 0.5 Acad: 0.00 Sumr: 0.00 
Support:  Current  Pending  Submission planned in near future  Transfer of support 
Project/Proposal Title: Computing in Context 
Source of Support: Villanova University (pass through from NSF TUES) 
Total Award Amount: $22,500 Total Award Period Covered: 8/15/2012 – 7/31/2014 
Location of Project: Virginia Tech 
Person-months committed to project: Cal: 0.07 Acad: 0.00 Sumr: 0.00 
Support:  Current  Pending  Submission planned in near future  Transfer of support 
Project/Proposal Title: Establishing a Qatari Arabic-English Library Institute 
Source of Support: Qatar National Research Fund Project No. NPRP 4-029-1-007 
Total Award Amount: $1,010,485 Total Award Period Covered: 4/1/2012-3/31/2014 
Location of Project: Virginia Tech 
Person-months committed to project: Cal: 0.80 Acad: 0.00 Sumr: 0.00 
Support:  Current  Pending  Submission planned in near future  Transfer of support 
Project/Proposal Title: III:Small:Integrated Digital Library Support for Crisis, Tragedy, and 

Recovery 
Source of Support: NSF 
Total Award Amount: $500,000 Total Award Period Covered: 8/1/2009-7/31/2013 
Location of Project: Virginia Tech 
Person-months committed to project: Cal: 1.0 Acad: 0.00 Sumr: 0.00 
Support:  Current  Pending  Submission planned in near future  Transfer of support 
Project/Proposal Title: CSR:Large:Big Data for Predictive Disaster Management 
Source of Support: NSF 
Total Award Amount: $500,002 Total Award Period Covered: 8/1/2013 – 7/31/2018 
Location of Project: Virginia Tech 
Person-months committed to project: Cal: 1.2 Acad: 0.00 Sumr: 0.00 
Support:  Current  Pending  Submission planned in near future  Transfer of support 
Project/Proposal Title: III:Small:Integrated Digital Event Archiving and Library (IDEAL) 
Source of Support: NSF 
Total Award Amount: $500,000 Total Award Period Covered: 8/10/2013-8/9/2016 
Location of Project: Virginia Tech 
Person-months committed to project: Cal: 0.45 Acad: 0.00 Sumr: 0.00 
*If this project has previously been funded by another agency, please list and furnish information 
for immediately preceding funding period. 

 
 



 

 

Current and Pending Support 
(See GPG Section II.D.8 for guidance on information to include on this form.) 

The following information should be provided for each investigator and other senior personnel.  Failure to provide this 
information may delay consideration of this proposal. 
 Other agencies (including NSF) to which this proposal has been/will be submitted. 
Investigator: Kristine Hanna       
 Support:  Current   Pending   Submission Planned in Near Future   *Transfer of Support  
        Project/Proposal Title: 
  III:Small:Integrated Digital Event Archiving and Library (IDEAL) 
       
Source of Support:  NSF 
  Total Award Amount:  $500,000 
 

Total Award Period Covered: 8/10/2013 - 8/9/2016 
 Location of Project:  Blacksburg, VA 
  Person-Months Per Year Committed to the Project.       

 
Cal: 0.0 Acad: 0.0 Sumr:  0.0 

 Support:  Current   Pending   Submission Planned in Near Future   *Transfer of Support  
        Project/Proposal Title: 
        
       
Source of Support:        
  Total Award Amount:  $      
 

Total Award Period Covered:       
 Location of Project:        
  Person-Months Per Year Committed to the Project.       

 
Cal:      Acad:     Sumr:        

Support:  Current   Pending   Submission Planned in Near Future   *Transfer of Support  
        Project/Proposal Title: 
        
       
Source of Support:        
  Total Award Amount:  $      
 

Total Award Period Covered:       
 Location of Project:        
  Person-Months Per Year Committed to the Project.       

 
Cal:      Acad:      Sumr:        

Support:  Current   Pending   Submission Planned in Near Future   *Transfer of Support  
        Project/Proposal Title: 
        
       
Source of Support:        
  Total Award Amount:  $      
 

Total Award Period Covered:       
 Location of Project:        
  Person-Months Per Year Committed to the Project.       

 
Cal:      Acad:      Sumr:        

Support:  Current   Pending   Submission Planned in Near Future   *Transfer of Support  
        Project/Proposal Title: 
        
       
Source of Support:        
  Total Award Amount:  $      
 

Total Award Period Covered:       
 Location of Project:        
  Person-Months Per Year Committed to the Project.       

 
Cal:      Acad:      Sumr:        

*If this project has previously been funded by another agency, please list and furnish information for immediately 
preceding funding period. 
NSF Form 1239 (10/98)     USE ADDITIONAL SHEETS AS NECESSARY 
 



 

 

The following information should be provided for each investigator and other senior personnel.  Failure to 
provide this information may delay consideration of this proposal. 
Investigator: Andrea L. Kavanaugh 
 

Other agencies (including NSF) to which this 
proposal has been/will be submitted:  

Support:  Current  Pending  Submission planned in near future  Transfer of support 
Project/Proposal Title: CTRNet: Integrated Digital Library Support for Crisis, Tragedy and 

Recovery 
Source of Support: NSF IIS-III (IIS-0916733) 
Total Award Amount: $499,999 Total Award Period Covered:  8/16/09-8/15/12 
Location of Project: Blacksburg, Virginia 
Person-months committed to project: Cal: 1.8 Acad: 0.00 Sumr: 0.00 
Support: Current Pending  Submission planned in near future  Transfer of support 
Project/Proposal Title: Participation on the Town Square in the Era of Web 2.0 
Source of Support: NSF Social-Computational Systems (SES-1111239) 
Total Award Amount: 749,999  8/16/11-8/15/14 
Location of Project: Blacksburg, Virginia 
Person-months committed to project: Cal: 1.8 Acad: 0.00 Sumr: 0.00 
Support:  Current Pending  Submission planned in near future  Transfer of support 
Project/Proposal Title: III (Small) IDEAL: Integrated Digital Event Archive and Library  
Source of Support: NSF III: Small (this proposal) 
Total Award Amount: $500,000 Total Award Period Covered: 8/16/13-8/15/16 
Location of Project: Blacksburg, Virginia 
Person-months committed to project: Cal: 0.42 Acad: 0.00 Sumr: 0.00 
Support:  Current Pending  Submission planned in near future  Transfer of support 
Project/Proposal Title: Improved Confidentiality through Community-enabled Applications 
Source of Support: NSF Secure and Trustworthy Cyberspace (SaTC): Small 
Total Award Amount: $500,000 Total Award Period Covered: 8/1/13-7/31/16 
Location of Project: Blacksburg, Virginia 
Person-months committed to project: Cal: 0.5 Acad: 0.00 Sumr: 0.00 
Support:  Current  Pending  Submission planned in near future  Transfer of support 
Project/Proposal Title:  
Source of Support:  
Total Award Amount:  Total Award Period Covered:  
Location of Project:  
Person-months committed to project: Cal: 0.00 Acad: 0.00 Sumr: 0.00 
Support:  Current Pending  Submission planned in near future  Transfer of support 
Project/Proposal Title:  
Source of Support:  
Total Award Amount:  Total Award Period Covered:  
Location of Project:  
Person-months committed to project: Cal: 0.0 Acad: 0.00 Sumr: 0.00 
*If this project has previously been funded by another agency, please list and furnish information 
for immediately preceding funding period. 

 



Current and Pending Support 
See GPG Section II.D.8 for guidance on information to include on this form. 

NSF Form 1239 (10/99)  USE ADDITIONAL SHEETS AS NECESSARY

The following information should be provided for each investigator and other senior personnel.  Failure to 
provide this information may delay consideration of this proposal. 
Investigator: Steven D. Sheetz Other agencies (including NSF) to which this 

proposal has been/will be submitted:  
Support:  Current  Pending  Submission planned in near future  Transfer of support 
Project/Proposal Title: III:Small:Integrated Digital Event Archiving and Library (IDEAL) 
Source of Support: NSF (this proposal)
Total Award Amount: $500,000  Total Award Period Covered: 08/10/2013-08/09/2016
Location of Project: Virginia Tech 
Person-months committed to project: Cal: 0.00 Acad: 0.00 Sumr: 0.43
Support:  Current  Pending  Submission planned in near future  Transfer of support 
Project/Proposal Title: III:Small: CTRnet: Integrated Digital Library Support for Crisis, Tragedy, 

and Recovery 
Source of Support: NSF
Total Award Amount: $500,000 Total Award Period Covered: 8/16/2009 – 8/15/2013
Location of Project: Virginia Tech 
Person-months committed to project: Cal: 0.00 Acad: 0.00 Sumr: 0.40
Support:  Current  Pending  Submission planned in near future  Transfer of support 
Project/Proposal Title: 
Source of Support: 
Total Award Amount: Total Award Period Covered: 
Location of Project: 
Person-months committed to project: Cal: Acad: Sumr:
*If this project has previously been funded by another agency, please list and furnish information for 
immediately preceding funding period. 



Current and Pending Support
(See GPG Section II.C.2.h for guidance on information to include on this form.)

The following information should be provided for each investigator and other senior personnel.  Failure to provide this information may delay consideration of this proposal.

Investigator:
Other agencies (including NSF) to which this proposal has been/will be submitted.

Support: Current Pending Submission Planned in Near Future *Transfer of Support

Project/Proposal Title:

Source of Support:
Total Award Amount:  $ Total Award Period Covered:
Location of Project:
Person-Months Per Year Committed to the Project. Cal: Acad: Sumr:

Support: Current Pending Submission Planned in Near Future *Transfer of Support

Project/Proposal Title:

Source of Support:
Total Award Amount:  $ Total Award Period Covered:
Location of Project:
Person-Months Per Year Committed to the Project. Cal: Acad: Sumr:

Support: Current Pending Submission Planned in Near Future *Transfer of Support

Project/Proposal Title:

Source of Support:
Total Award Amount:  $ Total Award Period Covered:
Location of Project:
Person-Months Per Year Committed to the Project. Cal: Acad: Sumr:

Support: Current Pending Submission Planned in Near Future *Transfer of Support

Project/Proposal Title:

Source of Support:
Total Award Amount:  $ Total Award Period Covered:
Location of Project:
Person-Months Per Year Committed to the Project. Cal: Acad: Sumr:

Support: Current Pending Submission Planned in Near Future *Transfer of Support

Project/Proposal Title:

Source of Support:
Total Award Amount:  $ Total Award Period Covered:
Location of Project:
Person-Months Per Year Committed to the Project. Cal: Acad: Summ:

*If this project has previously been funded by another agency, please list and furnish information for immediately preceding funding period.

USE ADDITIONAL SHEETS AS NECESSARYPage G-

Donald Shoemaker

CTRNet:  Integrated Digital Library Support for Crisis,
Tragedy, and Recovery

NSF
500,000 08/01/09 - 07/31/13

Blacksburg, virginia
0.00 0.00 0.50

III: Small-Integrated Digital Event Archiving Library
(IDEAL)

NSF
500,000 08/10/13 - 08/29/16

Virginia Tech
0.00 0.00 0.43
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Facilities, Equipment and Other Resources (Virginia Tech) 
 

The work for this project will be carried out using the facilities available to the Digital 
Library Research Laboratory (DLRL), Department of Computer Science, Center for Human-
Computer Interaction, and Virginia Tech’s computing infrastructure.  

In May 2006, the Department of Computer Science gained almost 40,000 square foot of new 
space with a new building (Knowledge Works II) housed in the Virginia Tech Corporate 
Research Center (CRC). The department’s undergraduate program is housed in McBryde Hall, 
together with a newly renovated Undergraduate Learning Center. In addition, the department 
also maintains numerous research labs in Torgersen Hall, like DLRL, directed by PI Fox.  

Digital Library Research Laboratory (DLRL) 
The Virginia Tech Digital Library Research Laboratory (DLRL) is intended to support digital 
library research activities on campus.  It has a server room, a conference room, two offices, an 
area for printers and bookshelves, and about a dozen carrels. There also is a DLRL area down the 
hall, close to the office of Dr. Fox, with 4 more carrels. Its neighbors in the same building, 
dedicated late in 2000 as Torgersen Hall after the most recent prior university president, include 
roughly 10 other research groups, providing a fertile ground for collaboration.  For example, 
Virginia Tech Digital Library and Archives, part of VT University Libraries, is also in the $30M 
building, as is the Discovery Analytics Center.  As VT’s Advanced Communications and 
Information Technology Center, the building hosts high speed wireless and Ethernet 
connections, as well as very fast connection to the campus backbone, and from there to the 
fastest national networks.  Other building labs include those for software engineering, 
visualization and virtual environments (including a CAVE), digital discourse, etc.  The 
neighboring Laboratory for Advanced Scientific Computing and Applications houses a Sun Fire 
X4600 system with 8 AMD quad core 8356 2.3 GHz 64-bit CPUs, for a total of 32 cores. The 
Sun Fire system has 64 GB of shared memory and 500 GB storage. 
 
The DLRL is occupied mainly by graduate students engaged in digital library research, though 
there frequently have been visitors for long periods, e.g., from South Korea, India, Japan, and 
Brazil. It houses primarily a variety of PCs, some running Linux and others running Windows, 
plus a number of MacBook Pro and other Macintosh systems. Six new systems were purchased 
in 2012. There are two high-powered Alien systems for graphics related work. In addition, the 
DLRL has systems in a Computing Center machine room. One, for research and public access to 
information on crisis, tragedy, and recovery, is a load-balanced server with two dual-core 
processors for the front-end, and two quad-core processors for the back-end. Storage includes 
16G RAM and 8 terabytes of disk. A newer server has 48 cores and 256G of RAM. 

Department of Computer Science 
Researchers in the Department of Computer Science at Virginia Tech have access to several 
high-end computing platforms. Various facilities across several laboratories are available for use 



by students in this project. The following systems can be leveraged for use on the project as 
needed: 

• A hydra 9-node Intel Dual-Core 2-processor XEON 3 GHz, 8 GB main memory, 1 Gbps 
interconnect, Linux cluster  

• Two high-performance server-class heterogeneous machines, each with 2x Intel Xeon 
E5620 2.40 GHz quad-cores, 48~GB of RAM, and nVidia Fermi C2070 (6~GB GDDR5 
Memory, 448 cuda cores) 

• Four Dell Precision 750, dual 2.5 GHz Intel Core 2 servers with 4 GB main memory, 
NVIDIA GPU cards 

• Two Dell Optiplex 620, 3.4 GHz servers with 3 GB main memory 
• 4-node/64-core cluster, with quad-quad-core processor node (AMD Barcelona 2.0 GHz) 
• 25-node PlayStation3 Cluster (Cell/BE processor at 3.2 GHz), with quad-core and oct-

core Intel head nodes 
• Multiple Dell oct-core, quad-core and dual-core systems (Precision, Optiplex) used for 

code development, documentation, data archiving and maintenance.  

Center  for  Human-Computer  Interaction 

HCI Labs: An NSF Research Infrastructure Grant (CDA9303152) plus local support, totaling 
$2M, led to the development of laboratory facilities for conducting networked multi-user 
interactive experiments. The laboratory includes an electronic conference room with networked 
computers and telecommunication capabilities linked with high-speed connections to several 
individual experimental rooms.  All of the rooms are situated around an instrumented control 
room containing computing and video control and capture capabilities. The facility offers unique 
multiuser evaluation with single-point two-way glass observation. A usability methods research 
control center allows real-time capture and integration of behavioral data from computer 
interaction, video observation, and experimenter comments.  Other facilities include equipment 
for analyzing video data (including process control tools for controlling and synchronizing video 
recording and observer-initiated critical incident reports, and digital editing facilities for 
analyzing and editing video and audio records) and for developing multimedia information 
content.  A new addition to the facilities is a four-port phone-server for VoiceXML client access 
to computer information.  

Computer  and networking support: Project staff will have access to networked workstations 
and servers running Windows, Mac OSX, Linux, and Solaris. Both wired and wireless 
connectivity is available in the Center’s lab facilities. Infrastructure software includes database, 
file, proxy, and web server systems, as well as server software for custom collaboration tools 
developed by the Center. Custom and off-the-shelf tools for audio and video capture, processing 
and transcription support data collection activities. Analysis tools include custom session log 
processing software, as well as qualitative and quantitative data analysis packages. Development 
tools are also available for a variety of platforms and languages.  

Office space: The Center for Human-Computer Interaction manages 2,395 square feet of well 
equipped laboratory (Aware lab, Gigapixel lab, 3DInteraction/CAVE, HCI lab).  

 



College and University Facilities 
The Virginia Tech College of Engineering (VT COE) provides some of the most advanced 
technology available, including wireless internet and hundreds of windows-based PCs in various 
laboratories, several other laboratories incorporating equipment from Sun Microsystems, Apple, 
SGI and other Unix-based machines. These resources and the resources of the Center for High-
End Computing (CHECS) will be available for use by students participating in research and 
related classes. These machines include: 
 
System G is a state-of-the-art energy-aware supercomputer with 325 nodes (2600 cores) 
currently being deployed by the Department of Computer Science. Each node is a Mac Pro 
computer, with two 4-core 2.8 GHz Intel Xeon processors and 8 GB of memory. System G 
employs QDR Infiniband interconnect that achieves 40 Gbps data transfer speeds. System G 
currently has a peak performance of 22.8 TeraFlops. The specialty of this system is that it 
employs over 11,000 power and thermal sensors, which makes it an ideal test bed for techniques 
that enable emerging green-computing. Thirty nodes of this system are being used in DLRL’s 
CTRnet project, running Big Data Software made available by LucidWorks. 
 
HokieSpeed is a new heterogeneous supercomputing instrument based on a combination of 
central processing units (CPUs) and graphical processing units (GPUs). In terms of raw 
performance, HokieSpeed is expected to deliver 35 times better peak performance, 70 times 
better peak power efficiency, and 14 times better peak space efficiency than our recently 
decommissioned supercomputer, System X. 
 
Rlogin is a 20 node compute cluster where each node has two Xeon X5647 processors, 
2.93GHz, with 4 cores per CPU (i.e., 8 cores per node) and 12GB of RAM, along with a 40 GB 
hard drive. Rlogin is mainly used for student computing and experimentation. 

 



Data Management Plan 
 
Data management and sharing for research results created by this project will conform to NSF 
policy on the dissemination and sharing of research results as defined in NSF’s Award and 
Administration Guide Chapter VI (D4). 
 
1. Types of Data 
We will have terabytes of data from collections of web content on events (e.g., crises, 
government processes, and community activities).   These data include text, images, and video 
derived from formal online media (popular news websites like CNN, Google news), and informal 
media (Twitter, Facebook, RSS, blogs, forums, social networks, YouTube). 
 
Other data are related to analyses, reports, and visualizations produced by the interactive tools 
and services we provide. 
 
2. Data and Metadata Standards 
For our collections of data and metadata (e.g., multi-document summaries, aggregated 
information extracted from documents obtained from multiple sources), we will use open source, 
standards-based data sharing systems and applications.   
 
3. Policies for Access and Sharing and Provisions for Protection of Privacy/Security 
Virginia Tech operates its networks and servers under secure measures and ensures privacy of 
users through standard password procedures and updates.   
 
Any human subjects data we collect related to usability evaluation will be reviewed and approved 
by the Institutional Review Board (IRB) for research on human subjects at Virginia Tech.  All 
human subjects data from any evaluations will be stored in the locked office of the PI or Co-PIs 
on the project.  The data of participating respondents will be anonymized and remain confidential.  
 
The data collections on events and related tools and methods will be shared via our website 
(http://www.ctrnet.net) and our partner, the Internet Archive.  Our website will leverage 
LucidWorks Big Data Software in conjunction with our software to support access and analysis. 
 
4. Policies for Re-use, Redistribution 
The techniques and methods we develop, findings from our evaluations, software we build, and 
services we provide, will all be open and shared.   
 
5. Plans for Archiving and Preservation of Access 
We will archive and preserve access to our data through our website (http://www.ctrnet.net) and 
our partner, the Internet Archive (IA). IA will make data from us available permanently. IA is a 
part of the International Internet Preservation Consortium (IIPC) that has members from libraries 
that preserve documents of national interest, or based on current events or web sites related to 
their countries.  We will give to IA and IIPC new tools to collect and preserve event related 
digital content.  Any data that pertains to human subjects (e.g., raw data from results of usability 
evaluation) will be archived with ICPSR at the University of Michigan 
(http://www.icpsr.umich.edu/icpsrweb.ICPSR/index.jsp) by the end of the project, or when all 
related publications have been finalized. 

http://www.ctrnet.net/�
http://www.ctrnet.net/�
http://www.icpsr.umich.edu/icpsrweb.ICPSR/index.jsp�
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1. Edward Fox; Virginia Tech (Computer Science, Information Technology, Center for 

Human Computer Interaction, Discovery Analytics Center); PI 
2. Andrea Kavanaugh; Virginia Tech (Computer Science, Center for Human Computer 
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3. Steven Sheetz; Virginia Tech (Accounting and Information Systems, Center for 

Human Computer Interaction); Co-PI 
4. Donald Shoemaker; Virginia Tech (Sociology); Co-PI 
5. Kristine Hanna; Internet Archive (Director, Archiving Services); Co-PI, Subawardee, 
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6. Paul Doscher; LucidWorks (CEO); Unpaid Collaborator (providing software and 
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7. Carlos Alberto Alejandro Castillo Ocaranza; Qatar Computing Research Institute 
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8. Patrick Meier; Qatar Computing Research Institute (Director, Social Innovation) and 
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9. Geoff Harder; University of Alberta (Digital Initiatives Coordinator); External 
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CIO); External Advisory Committee Member 

11. Eric Van de Velde; EVdV Consulting; External Advisory Committee Member 
12. Chris Barrett; Virginia Tech (Director, Network Dynamics and Simulation Science 
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13. Tyler Walters; Virginia Tech (Dean, University Libraries – see letter); Internal 

Advisory Committee Member 
14. Gail McMillan; Virginia Tech (Director of Digital Library and Archives); Internal 

Advisory Committee Member 
15. Purdom Lindblad; Virginia Tech (Digital Humanities Librarian); Internal Advisory 

Committee Member  
16. James Hawdon; Virginia Tech (Sociology and Director, Center for Peace Studies and 

Violence Prevention – see letter); Internal Advisory Committee Member 
17. John Ryan; Virginia Tech (Dept. Head, Sociology); Internal Advisory Committee 

Member  
18. Timothy Luke; Virginia Tech (Political Science, University Distinguished Professor); 

Internal Advisory Committee Member 
19. Sanmay Das; Virginia Tech (Computer Science, Discovery Analytics Center); 

Internal Advisory Committee Member 
20. Russell Jones; Virginia Tech (Psychology); Internal Advisory Committee Member 
21. Chris North; Virginia Tech (Computer Science, Center for Human Computer 

Interaction); Internal Advisory Committee Member 
22. Scott Midkiff; Virginia Tech (Information Technology, CIO); Internal Advisory 
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 Invent the Future 

Tyler Walters, Dean 
University Libraries 
Virginia Tech 
P.O. Box 90001 
Blacksburg, Virginia 24062-9001 
540.231.5595 

 

 
December 14, 2012 
 
To Whom It May Concern, 
 
I am writing to voice my enthusiastic support for the grant proposal entitled “IDEAL: 
Integrated Digital Event Archiving and Library.” This is an important project that moves 
Web archiving technologies and paradigms forward specifically and advances the field’s general 
practices more broadly. Several characteristics make the IDEAL project significant in its 
intellectual merit and potential to make a broad impact. The 5S approach to digital library design 
is applied in the project, building upon earlier leading edge work by Prof. Fox and his research 
team. It also builds upon the earlier NSF-funded CTR project, which advanced digital library 
work related to crisis/tragedy/recovery. Building on these precursors positions the IDEAL 
project well to succeed. As Dean of the University Libraries of Virginia Tech, I will be serving 
on the IDEAL Local Advisory Board and am looking forward to guiding this initiative. Other 
important project components are addressed below.  
 
The automated detection of events, in particular, and the subsequent crawling of web sites and 
archiving of web-based content is a vital technological approach to web archiving. With large-
scale and targeted (i.e. event-related) web archiving on the rise, improved automated methods are 
sorely needed and we look forward to the project realizing its deliverables. The project goals not 
only include developing these automatic detection methods, but also provide a service that 
supports third- party requests to crawl and archive event-related Web materials. Moreover, the 
project also will collect, filter, catalog, preserve, and provide access to information found in the 
open Web and via Twitter. Together with the additional services of browsing, searching, 
recommending, classifying, clustering, linking/associating, analyzing, and visualizing make the 
IDEAL project truly a unique resource. In addition, the library professionals involved in the 
project will be suggesting events that we might archive, whenever they know of particular events 
that will directly support research groups at Virginia Tech.  
 
Virginia Tech has deep experience with living through and recovering from tragic events. The 
4/16/07 event in which 33 people met with a fatal end on the VT campus has made an indelible 
mark in the community’s social fabric. Recovering from tragic events such as this has been a 
very important process for the advancement of the VT community. Both Prof. Fox’s Digital 
Library Research Laboratory and the University Libraries have invested in collecting and 
managing digital documentation related to this and other tragedies.  Data produced during the 
project will be managed and made available according to the data management plan jointly 
developed by the Laboratory and the Libraries. For two years the Libraries have provided 



Virginia Tech with data management planning services and has been collaborating with Dr. Fox 
and his project personnel to devise the plan.  
 
If I may amplify any of these comments, please contact me. We look forward to the IDEAL 
project’s initiation.  
 
Sincerely,  

 
Tyler Walters 
Dean, University Libraries 
Virginia Tech 
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