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1. Language Barriers at Digital Library 
 
A digital library is a library on the Internet. Since the library is run on the Internet, its visitors 
will be from various regions and may use diverse languages. To consider these visitors, the 
digital library should be multi-lingual and offer information in multi languages.  In order to 
construct a multi-lingual digital library properly, the language barriers should be surmounted. 
The language gap can be filled with methods such as machine translation and cross language 
information retrieval. These methods should be developed based on bilingual resources, 
therefore constructing bilingual resources is the first consideration for surmounting the language 
barriers. 
 
2. Bilingual Resources for Surmounting Language Barriers 
 
The first step to surmount language barrier is constructing linguistic resources that represent 
relations between different languages. As the linguistic resources, there is a bilingual dictionary 
which contains word relations between two languages, a bilingual corpus which shows bilingual 
word usage and expression, and a bilingual thesaurus which represents concept information 
between two different languages [1]. 
 
Bilingual Dictionary 
 
A bilingual dictionary is the dictionary containing words and their translated words. It is an 
essential linguistic resource to cross language boundaries by language translation. To translate 
language, selecting appropriate translated words for every source words is required, and to do 
this, it is indispensable to know available target words for a source word. This information can 
be acquired from the bilingual dictionary. The target-source word information is the primary 
information in language translating process and can improve the system performance. 
 
Bilingual Corpus 
 
While the bilingual dictionary represents translated words for a word of source language, a 
bilingual corpus represents a translated sentence for a sentence in the source language. Since the 
bilingual corpus represents corresponding relation between bilingual sentences, bilingual word 
usage and expression can be acquired from the corpus. In the language translation process, the 
bilingual dictionary suggests translation word candidates for a source word, and the best target 
word is selected among the candidates. In selecting the best target word, it is insufficient to use 
bilingual dictionary only. Therefore, it is necessary to use word usage and expression 
information from the bilingual corpus. That is, the most appropriate translated word is selected 
based on lexical co-occurrence and expression information from the source sentence and co-
occurrence words and expression information of the sentence in the target language. All of this 
information can be acquired from the bilingual corpus. The Canadian Hansard Corpus is the 
most well known bilingual corpus. This corpus is the bilingual corpus consisting of parallel 
texts in English and Canadian French [2]. 



 
Bilingual Thesaurus 
 
A thesaurus is a semantic structure of words, which contains synonyms, hypernyms, and 
hyponyms of words. A bilingual thesaurus represents semantic structure of bilingual words. 
Namely, it contains semantic structures of two languages as well as translated words. The 
bilingual thesaurus is a higher-level linguistic resource than bilingual dictionary in a sense that 
the former contains semantic structure of words that are not represented by the latter. The 
bilingual thesaurus can be used for not only word translation as the bilingual dictionary,  but 
also a query expansion in multilingual information retrieval. The query expansion is a method 
that can offer more information to the users, which can be done by using semantic structures in 
the bilingual thesaurus. 
EuroWordNet is an example of the existing multi-lingual thesaurus. EuroWordNet, which is 
constructed by many European countries, uses a structure called interlingual index to represent 
the semantic structure of multilingual words [3]. 
 
3. Utilizing Bilingual Resources 
 
Machine translation and multi-lingual IR systems are good examples for systems utilizing 
bilingual language resources. Machine translation, which translates a document to the other 
language, is the best way to surmount language barriers. To perform machine translation, the 
word-to-word conversion is required. In order to convert a word properly, first of all, we have to 
get information about words in another language that can be translated from the word in source 
language, and then select the most appropriate word among them. The information can be 
acquired from the bilingual dictionary, and the most appropriate translated word can be selected 
by using the information of linguistic expression. If the bilingual corpus is available, the 
example based machine translation method will improve the performance of MT [4]. 
Multilingual information retrieval is the method that can be used when the query language and 
the language used in documents to be retrieved are different. Namely, in multilingual 
information retrieval, the query is written in user-friendly language, but the retrieved documents 
are expressed in many languages. Therefore, the multilingual information retrieval is an 
appropriate model when the users of IR systems cannot express their opinion in another 
languages, but can read and understand them. Translating a query or documents to be retrieved 
into another language is required for multilingual IR. In this translation process, bilingual 
dictionary is needed, and the bilingual corpus can be used to improve the translation precision in 
the process. And bilingual thesaurus can be used in query expansion to offer more information 
to the users [5]. 
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